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Background 3. Decision trees provide a decision flow The SNPs may also be ranked by measures
diagram based on the training data. Test data of importance, including information content
is then classified based on the resulting tree. and p-value from a Chi-squared test.
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Experiments were also conducted using Content

artificial neural networks and clustering R Lian rmaae
mEth OdS. Uncertainty(S,A)=Zvewu$(A)%Entropy(sv) |;r'"+l! s ' i 4 E . :
Results Sorting by p-value results in similar ordering.

All results were obtained using 5-fold cross- Conclusions
induced genetic alteration occuring and persisting validation. The following matrices display the Differences in SNP profiles between sample
may depend on efficiency of detoxification and - - - known classifications of the data against the groups can be recognized through the use of
repair capabilities. SNP variation may affect these Homozygous Normal predicted classifications for each learner. machine learning techniques. These statistical
Heterozygous Normal/Variant : : : :
processes. Homozygous Variant techniques also give a framework in which the
Machine Learning deals with computer programs No Call 1. naive Bayes classifier relative contribution of each SNP to the
that learn from and improve with experience. Method Predicted outcome can be assessed.
. . . ethods | . . .

(Mitchell, 1997) Learners are designed to recognize . . . Cancer Norma The biological significance of these SNP

g . . Patients were classified as having breast cancer or cancer | 174 3 00% . . .
patterns in training data and classify new data as it . . . variations with respect to cancer prediction

not using a number of machine learning accuracy . .
remains to be resolved pending better

understanding of the impact of control design
2. support vector machine in SNP studies(Wacholder et al.). Further

Predicted analysis with a larger group of ethnically

SNPs( Single Nucleotide Polymorphisms) are

commonly occurring genetic variations. SNPs may

affect an individual's susceptibility to disease or

response to particular drugs by altering the 177
expression of the gene in which it occurs. Cancer

Normal Patients
TGAAAACAGAGCAAATGACT

¢

TGAAAACGGAGCAAATGACT
Variant

Cancer occurs through accumulation of mutations
in multiple genes. The likelihood of mutagen-
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Control
Samples

iS presentEd- Training Data techniques Normal 20 33

(historical SNP data and Outcomes)

LL | 1. A naive Bayes classifier seeks to find the most
earning

probable hypothesis given the evidence. It assumes

| independence of the SNPs. hed < will add Hic S
TestingData o oo gy Class Cancer Normal matched controls will address this issue in the

(patient SNP data)

eancer? cancer | 162| 15 90% near future. This preliminary analysis
Studies which use machine learning across many woma | Q | 44 accuracy demonstrates the utility of machine learning
SNPs with real clinical data are scarce. DI techniques in discriminating between
Data i P( h ‘ €,€e, .. ,en) 3. decision trees populations based on real SNP data.

The experimental samples were obtained from 177 2. A support vector machine (SVM) is used to find redictec Acknowledgements
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For each of the individuals sampled, 209 SNPs A]though this may not be possible in a simple Normal 18 35 accuracy ﬁé‘» Yy S

i A A v PENCE
were chosen from across 68 genes. The genes space representation, the data may be mapped to R

chosen were drug metabolism genes, DNA repair another feature space in which a separator may be Smbcel the I:Zladse:me zigcu;;;y (ZeroIR) of tZe References
enzymes, tumor suppressors, oncogenes, hormone found. (Vapnik, 1995) unbdiancead ddla set1s 0, WE al50 mdade Mitchell, T. Machine Learning. McGraw-Hill, Boston, 1997.

receptors and signal transduction enzymes. Both subsamples of the cancer group and reran L S e o
SYHOHYHIOHS and n()n-syn()nym()us SNPS were eaCh agal_nSt the COntI:OIS. The reSUItS beIOW Techn_l"qiles with Jc_a\;a implementatiéns. Morgan Kauf_mann, 1999. (WEKA)
chosen. Another control group is being acquired are for naive Bayes with baseline ~53%. Methods - Support Vector Learming. Scholkopt, B.. Burges, C.. and A Smola.
Wthh iS Ethnically matChEd Wlth the Cdncer group | . . 86% f/?/ighcl\)/lléTerf)rSe,ssFiolta?ngarf,SXM aLI:l: %Z(a)lfévc\)l?arsc)), N. Population stratification in
and will be compared with this preliminary study. e udes o comton et nd e Quanfcatn




