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ABSTRACT: In silico metabolism prediction requires first
predicting whether a specific molecule will interact with one or
more specific metabolizing enzymes, then predicting the result
of each enzymatic reaction. Here, we provide a computational
tool, CypReact, for performing this first task of reactant
prediction. Specifically, CypReact takes as input an arbitrary
molecule (specified as a SMILES string or a standard SDF file) and any one of the nine of the most important human
cytochrome P450 (CYP450) enzymesCYP1A2, CYP2A6, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, CYP2E1, or
CYP3A4and accurately predicts whether the query molecule will react with that given CYP450 enzyme. Tests of CypReact,
conducted over a data set of 1632 molecules (each considered a “plausible” reactant) show that it is very effective, with a (cross-
validation) AUROC (area under the receiver operating characteristic curve) of 0.83−0.92. We also show that CypReact performs
significantly better than other reactant prediction tools such as ADMET Predictor and (a reactant-predicting extension of)
SMARTCyp, whose average AUROCs are 0.75 and 0.53, respectively. We then applied the learned CypReact models to a
previously unseen set of molecules and found that our CypReact did even better and still significantly surpassed the performance
of SMARTCyp and ADMET Predictor. These results suggest that CypReact could be an important component of a suite of in
silico metabolism prediction tools for accurately predicting the products of Phase I, Phase II, and microbial metabolism in
humans. CypReact is available at https://bitbucket.org/Leon_Ti/cypreact.

■ INTRODUCTION

On a daily basis, humans are exposed to hundreds or even
thousands of chemicals through their routine interactions with
the environment. These exposures can occur as a result of
food/drug consumption, household or workplace activities,
industrial or transportation activities, and even common
environmental processes. Once absorbed, these chemicals
usually undergo further biologically mediated transformations.
These biotransformations can be beneficial or detrimental,
depending on the type of chemicals (e.g., food supplements vs
pesticides), the length of the exposure (short-term vs long-
term), and the amount absorbed. If our bodies have absorbed
or produced a toxic molecule, it is very important that it is
deactivated (through various metabolic processes) and/or
excreted from our body quickly.
Therefore, understanding how a molecule can be trans-

formed or metabolized is crucial for the assessment of its
bioavailability, bioactivity, and toxicology. As a result,
experimental metabolite identification along with in silico
metabolite prediction have become increasingly important
research activities for a number of life science disciplines,
including drug development, drug testing, pharmaceutics,
pharmacology, toxicology, environmental monitoring, metab-
olomics, food science, and personalized medicine.1

In humans, many chemicals are extensively metabolized by
cytochrome P450 (CYP450) enzymes. CYP450-mediated

metabolism, which is a major component of Phase I
metabolism, occurs primarily in the liver and kidneys. In
humans, there are >50 known CYP450 variants (also known as
CYP450 isozymes).2,3 Among these 50 isozymes, just 9
CYP1A2, CYP2A6, CYP2B6, CYP2C8, CYP2C9, 2C19,
CYP2D6, CYP2E1, and CYP3A4are responsible for most
of the known Phase I metabolism of drugs,4 as well as the Phase
I metabolism of a number of food compounds, environmental
pollutants, and other xenobiotic molecules.
In silico metabolism prediction is a field of metabolite

analysis that involves predicting the likely metabolites from a
given starting molecule. It was initially developed in the early
1960s to help identify drug metabolites generated through
Phase I metabolism based on observed mass spectrometry and/
or NMR spectroscopy data.5 Since then, in silico metabolism
prediction has expanded to include not only the prediction of
drug metabolism but also the prediction of environmental/
microbial metabolism,6 promiscuous enzyme metabolism,7 and
many other kinds of xenobiotic and endogenous metabolism.8

Typically, in silico metabolism prediction can be broken down
into three general steps:
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1. predicting whether a molecule will react with an enzyme
(“reactant” prediction) [Here, we classify an inhibitor as
a non-reactant];

2. predicting where this interaction will occur (“site of
metabolism” prediction); and

3. predicting the result of this interaction (“end point”
prediction).

See Figure 1 for a more schematic description of these steps. A
number of specific programs have been developed for certain

individual steps in this process (or something similar to one of
the above steps). For example, WhichCyp9 predicts whether a
given molecule inhibits a specified CYP450 enzymea
classification task that is similar to predicting reactants (step

1). SMARTCyp10 and MetaPrint2D11 each take a molecule and
an enzyme as input, then predict the site(s) where the
interaction occursi.e., the site(s) of metabolism (SOM),
which is similar to step 2. (We will later compare our CypReact
to a modification of this SMARTCyp system.)
There are also several commercial programs, such as

ADMET Predictor12 (developed by Simulations Plus, Inc.,
Lancaster, California, USA) and StarDrop13 (Optibrium Ltd.,
Cambridge, UK), that combine all three steps to predict which
molecules are substrates of several general CYP isoforms
(sometimes without identifying the specific isoform involved),
where the sites of metabolism are on the target molecule and
what the resulting structures of the predicted metabolites might
be. (We will later compare CypReact to the relevant
component of ADMET Predictor. [We did not compare to
StarDrop as it is not freely available. We also wanted to
compare our CypReact with RS-Predictor and MetaPrint2D.
However, their web servers are very slow, and the results are
difficult to process. We attempted to contact their authors, but
did not receive a reply.])
While there are a few open-access in silico tools that predict

the transformation products of a given compound by microbial6

or selected endogenous enzymes,7 there is currently no open-
access tool that specifically predicts whether a substrate will
react with a specific cytochrome P450 enzyme. This is
surprising as CYP450 metabolism prediction is a fundamental
to many xenobiotic and drug metabolism studies.
Currently, nearly all existing in silico CYP450 metabolism

prediction tools (corresponding to steps 2 or 3 of Figure 1)
implicitly assume that every input molecule is a CYP450
substrate, as they each produce a nontrivial prediction for each
molecule. This includes several methods based on molecular

Figure 1. Overview of the overall reaction-prediction process.

Figure 2. Basic machine learning paradigm, with learning algorithm LBM (learning base model) using the D(1A2) data set to produce a classifier
CP1A2 (top-to-bottom), where this resulting CP1A2 can then make a prediction about an input molecule (left to right). Note the classifier uses a
reduced set of features. Also, the data sets for the eight other isoforms are slightly different (with different “Reactant?” labels), leading to eight
different classifiers.
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pattern recognition,14 artificial neural networks,15 and other
machine learning approaches involving molecular feature
extraction and analysis.16 We will later use a reactant-predictor
variant of SMARTCyp, which computes a “score” for each
location of the molecule, indicating its belief that this location is
a SOM. This is challenging for our reactant-prediction task as
SMARTCyp provides only a relative ranking, but we need to to
make a yes/no decision, which here requires determining the
cutoff score, to identify whether any of these locations should
be viewed as SOMs.
Given that the vast majority of drugs and xenobiotics known

today are not CYP450 substrates (some are inhibitors, but most
are nonreactants), it is important to have reliable and accurate
predictive tools that can accurately distinguish reactants from
nonreactants. The many in silico CYP450 metabolism
predictors that implicitly assume that every molecule is a
reactant will make many mistakes. A tool that can accurately
predict reactions could reduce these false positives, which in
turn could also save time and money in the drug development
process, as this would mean that drug metabolism researchers
would not need to devote significant efforts trying to find
predicted CYP450-derived drug metabolites that do not exist.
We hypothesize that machine learning tools can learn a

computational model that can effectively distinguish between
reactants and nonreactantswhere effectiveness is measured in
terms of both AUROC (area under the receiver operating
characteristic curves) and a meaningful cost function, over a
distribution of compounds of interest to the drug industry,
environmental chemists, and metabolomic researchers. To do
this, we first constructed a meaningful training (testing) sets of
1632 (169) molecules, that includes both reactants and “decoy”
molecules that look like reactants but which are actually
nonreactants. We then used this data set to develop and
evaluate a machine learning system to produce a suite of
{CypReact(α)}α “reactant classifiers”, one for each of the nine
main CYP450 isoforms α. Our empirical results demonstrated
that these learned models were effectivewith cross-validation
AUROC values ranging from 0.83 to 0.92 on the training set.
These were also higher than other comparable tools. Given the
strong performance of our tool, we anticipate that CypReact
will be a useful component for other in silico metabolism
predictors as well as an important member of a new suite of
open access in silico metabolism prediction tools that we are
developing for accurately predicting the products of Phase I,
Phase II, and microbial metabolism in humans.

■ MATERIALS AND METHODS
Approach. Because of the difficulty of the problem we are

attempting to solve, we decided to pursue a machine learning
approach, which is based on learning the relevant predictors
from a large, high quality set of training data; see Figure 2. As
each of the nine most important CYP450 enzymes has its own
set of reactants, we built nine separate predictorsone for each
CYP450 isoform. Below, we will let CypReact(α, ·) refer to the
predictor for the isoform α ∈ {CYP1A2, CYP2A6, ...,
CYP3A4}, where CypReact(α, m) is 1 (“True”) if the molecule
m is a reactant to the isoform α and otherwise is 0 (“False”).
Data Set Creation. CYP450 isozymes have a very broad

substrate specificity and are responsible for most of the
oxidative reactions seen in the Phase I metabolism of small
molecule xenobiotics.2 However, small changes in the chemical
structure of a molecule can significantly alter its bioactivity or
its metabolic profile.2 Therefore, in order to train and test our

models, it is very important to use a large and diverse data set
that captures the molecular patterns and chemical features
responsible for the specific interaction between a given CYP450
and its substrates. To be useful, this data set should include just
the molecules that a biochemist would consider as possible
reactantsi.e., just the molecules that a researcher would
consider plausible and therefore worth sending to the resulting
CypReact prediction system.
We built a data set with 1632 compounds, including 679

known CYP450 reactants from the set provided by Zaretzki et
al.,15 each of which is metabolized by at least one of the nine
CYP450 isozymes. [One of the 680 molecules reported in the
set was a duplicate (phenanthrene) and was, therefore,
removed from the set.] To provide a sufficiently large and
relevant training set, we manually collected an additional set of
1053 nonreactant compounds that were “plausible” metabo-
litesi.e., small molecules that are structurally similar to known
substrates, in terms of structural classification, functional
classification, and size. (Of these, we use 953 in the training
dataset and 100 in the testing dataset; see Table 1), We

included these 1053 nonreactant “decoys” to enrich the existing
set of “Zaretzki et al. nonreactants” [Recall that only some of
those 679 molecules will react with any specific CYP450
isoform; see Table 1.] and to span a greater portion of the
relevant chemical space of small molecules. These compounds
include known drugs, pesticides, food compounds, pollutants,
endogenous metabolites, and a variety of other compounds
that, while plausible CYP450 reactants, are all known not to be
metabolized by any of the nine selected CYP450 isozymes. We
extracted these nonreactants from various databases, including
the Human Metabolome Database,17 the KEGG database,18

DrugBank,19 and the PubChem database.20 In selecting the set
of nonreactants, we explicitly avoided molecules that are
obviously not metabolized by CYP450 isozymese.g.,
glycerolipids, glycerophospholipids, sphingolipids, inorganic
compounds.3,21 To be robust, the CypReact performance
system handles these molecules separately, using a simple rule-
based filter; see Figure 3.
We formed a training set for each of the nine selected

CYP450 isozymes, consisting of the same 1632 compounds, but
with different reactant/nonreactant labels, as a given compound
might be a reactant for one CYP soform, but not for another.
For instance, the anti-inflammatory drug, amodiaquine
(DrugBank ID DB00613) is labeled as a reactant for
CYP2C8, CYP2C19, CYP2D6, and CYP3A4 but as a
nonreactant for CYP1A2, CYP2A6, CYP2B6, CYP2C9, and
CYP2E1. As different CYP450 isoforms react with different
molecules, the class distribution (reactant vs nonreactant)
varied from one CYP450 isozyme to another. Table 1 shows

Table 1. Data Distribution of the Nine CYP450 Isoformsa

aThe light cyan colored rows correspond to the training datasets; note
these datasets contain the same set of 1632 instances for each CYP450
isoform but different labels. The Hold-Out Testing Datasets (in
yellow) have different reactant sets but the same nonreactant set.
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the number of reactants, and nonreactants, for each of the nine
data sets, as well as the union over all nine, labeled “All”. We
will let D(α) denote the data set associated with the “isoform”
α ∈ {1A2, 2A6, ..., 3A4, All}.
Feature Generation. Standard machine learning algo-

rithms assume that each instance is described as a vector, whose
components are values of certain “features”. Here, we want to
identify which properties or features associated with a molecule
m are useful for determining whether m is a reactant versus a
nonreactant.
We first performed several standardization operations to each

of the 1632 compounds, to produce a precise description of
each molecule. This involved removing salts, explicitly adding
hydrogen atoms and generating a geometrically correct 3D
structure for each molecule. Here, we used the Molconvert
command-line tool from ChemAxon’s Marvin Suite.22

Our LBM learning algorithm then considered a set of 2279
features for each moleculeselected based on their reported
effect on the metabolism and the bioavailability of small
molecules.15,23,24 This included 36 physicochemical properties
(such as molecular weight, and XLogPeach computed using
the Chemistry Development Kit (CDK)25) and 2243 structure-
based features, which includes the MACCS 166 fingerprint,26

and 881 PubChem fingerprints.20 Additionally, LBM used a
ClassyFire27 fingerprint, which consists of 1196 structural
features encoded in the SMARTS language.28 These include
(1) functional group/chemical class definitions provided by
ClassyFire, (2) structural patterns reported by the literature to
correlate with reactivity to, or inhibition of CYP450 isozymes,
(3) structural patterns of length 3−18 atoms obtained by
mining the chemical structures of known CYP450 reactants and
nonreactants, and (4) the MACCS 322 fingerprint (provided
by Sud et al.29). The MACCS 166 fingerprint and the
PubChem fingerprint are calculated using MACCSFinger-
printer and the PubchemFingerprinter modules of the CDK
library, respectively. The ClassyFire fingerprint was computed
using the SMARTSQueryTool module of the CDK library.
While the physicochemical properties were represented as
numerical features, the structural features were represented as
binary features to express the presence “1” or absence “0” of a
specific structural feature within the molecule of interest.
Feature Selection. Feature selection is a technique, often

used in machine learning, to select a subset of the features that
the learner will use, to produce a classifier that uses only these

features. Once identified, this makes the training phase faster
and more efficient (as it involves fewer features) while also
reducing the chance that the learner will overfit, as this means
the learned model will involve relatively few parameters.
Recall that we initially selected 2279 features that are

potentially useful for our taske.g., the number of hydrogen
bond acceptors, the sum of atomic polarizabilities, etc.
However, some features contribute very little information.
For example, while fingerprint features in general are potentially
useful for our task, certain ones had values that were the same
for all the molecules in the data set. As such features do not
distinguish any molecules from one another, they of course
cannot help in classification. Moreover, different features may
have different degrees of importance for predicting the
substrate specificity for each of the nine CYP450se.g.,
features that are critical to CYP1A2’s substrate specificity, might
be irrelevant to CYP2B6’s substrate specificity.
Hence, in order to reduce the chance of overfitting and also

to improve the computational efficiency, for each D(α) data set,
our learning algorithm computed the information gain30 of each
feature with respect to the “reactant/nonreactant” label. This
measures how important that feature is, for the given isoform,
α. It then removed the features that appeared to be relatively
uninformativespecifically removing all of the features with an
information gain less than a threshold γ, which was learned by
internal cross-validation; see below. Hence each CYP450 has its
own unique feature set. Table 2 provides the numbers of
features for each CYP450 reactant predictor.
LBM also normalized each feature f i in each D(α) data set:

Assume the values of f i in D(α) are {xi
j}j. First let =b xmax{ }i

j
i
j

(respectively, =s xmin{ }i
j

i
j ) be the maximum (respectively,

Figure 3. Components of the CypReact performance process.

Table 2. Number of Features Selected by CypReact with
Respect to Each CYP450 Enzymea

aNote the “All” value corresponds to the union of the features over all
nine isoforms. ‡γ ∈ {0.001, 0.005, 0.0075, 0.01, 0.03} is the
information gain threshold, found in the cross-validation process,
used to find the number of features to use.
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minimum) of these values. It then replaced each xi
j with its

normalized value

̂ ←
−
−

x
x s
b si

j i
j

i

i i

which is by construction in the range [0, 1].
Each D(α) data set uses these features to describe each

molecule. (We will soon see that the FGE(α, m) process
translates a molecule m, in SMILES or structure (sdf) format,
into a vector of values for these features.)
Cost-Sensitive Learner. Most machine learning algorithms

are designed to work best when the data set is relatively
balancedi.e., when the number of positive and negative cases
(here, reactants vs nonreactants) is nearly the same. Our data
set is, however, very imbalanced, as the number of reactants
(∼11%) is much less than the number of nonreactants (∼89%).
This is intentional, as it reflects the performance task that we
anticipate for most of the scientists using our reactant predictor.
In particular, we expect that very few of the molecules they will
consider will actually be reactants. For instance, of the more
than 400 000 known natural products, metabolites, and drugs,
less than 10 000 molecules have been tested, of which fewer
than 1000 are actually CYP450 reactants. In addition to this
imbalance, we anticipate most users will consider false negatives
(predicting a reactant to be a nonreactant) to be worse than
false positives (predicting a nonreactant to be a reactant). Such
users will prefer tools that rarely predict a reactant to be a
nonreactant, even if this means (as an unavoidable side-effect)
that those tools incorrectly predict several nonreactants to be
reactants. After all, each false positive means the researcher may
need to do a bit of extra work (e.g., run an extra experiment),
before finding this mistake. However, each false negative means
the researcher will (probably) just ignore this molecule, which
might mean s/he may not bother to look for a metabolite. In
the world of drug research, not knowing about a reaction means
the researcher may miss a potential toxic metabolite or a
potentially beneficial drug byproduct.
To emphasize the importance of false negatives over false

positives, LBM uses a cost sensitive learner,31 which involves a
base learner (for instance, a support vector machine32 or a
neural network) and a cost matrix (such as Table 3[right]). It

trains the base learner, seeking a classifier that minimizes the
total weighted cost, which is the dot product of the given cost
matrix and the confusion matrix, where a confusion matrix
presents the number of each type of classification results
produced by the classifier C(·) on the test data Din
particular, the number of true positives, false positives, false
negatives, and true negatives; see Table 3[left]. (Note that
“Reactant” is considered “True” and “Nonreactant” is
considered “False”.) A cost matrix presents the cost of each
of these types of classification results as seen in Table 3[right].
Note that true positives and true negatives each cost 0 while the
cost of each false positive is set to 1, and the cost of each false
negative is set to β.

Given this cost matrix, the “(Weighted) Cost” of a classifier
C(·), based on its confusion matrix on a set of test data D,
simplifies to the sum of the number of false positives, plus β
times the number of false negatives.

β

·

=
× # _ + × # _

| |

β C D

D

Cost ( ( ), )

(1 False Positives False Negatives)

(1)

(We divide by the number of instances, |D|, to “normalize” the
cost.)
Hence, this parameter β quantifies the trade-off between

false-positives to false-negatives. For example, standard machine
learning algorithms try to minimize the total (unweighted)
number of mistakes, which is the sum of the number of false
positives and false negatives. Hence, they implicitly assume that
β = 1. As noted above, this is not appropriate here. Setting β =
3.1 means the learning algorithm would rather mistakenly claim
that three nonreactants are reactants, rather than claim one
reactant is a nonreactant.
To determine the appropriate value for β, we consulted with

experts in the field, who collectively suggested we use a β
between 3 and 7. Our subsequent sensitivity studies (e.g., using
Cost Curves; see below) showed that the resulting classifiers
were not particularly sensitive to the precise value in that range.
We therefore selected the midpoint β = 5that is, our system
treats each false negative as five times as bad as a false positive.
(While this paper focuses on this setting, our code-base allows
the user to set this β parameters as s/he wishes.)
Our learning algorithm LBM(·) takes as input a labeled data

set, here Dα (see top portion of Table 1), and implicitly the cost
matrix shown in Table 3[right] and returns a classifier. This
learned classifier, called CPα [This CPα represents the function
CP(α, ·).], takes a representation of a molecule and returns {1,
0} (and occasionally “Unknown”; see below). We will see that
this CPα is the main part of the CypReact(α, ·) system, but
there are also several other important components; see Figure
3.
For each isoform α, using the data set D(α), LBM considers

five candidate base learners for the cost sensitive classifier:
support vector machine SVM, logistic regression LR,33 decision
tree DT,34 random forest RF,35 and an ensemble method ES36

that returns the majority class of the learned weak classifiers.
Given the various parameter settings for some learners, there
are 31 different learners+parameters. LBM first identifies the
best base learner and also the best setting for its parameters, as
well as the best threshold γ ∈ {0.001, 0.005, 0.0075, 0.01, 0.03}
for the feature selection process, by running an internal cross-
validation process on its given entire data set D(α). This
process involved dividing the given data set into five disjointed
subsets. It then trains each of these learners on four of these five
subsets, to produce 155 = 31 × 5 models (one for each of pair
of [base_learner + parameter, value of γ]). It then evaluates
each of these models on the remaining subset, which produced
a single score (eq 1) for each of the models. It does this five
times, each time holding out a different subset and, then,
computes the average score (over these five iterations) for each
of the 155 base_learner + parameter + γ settings. For each Dα,
LBM found that the most accurate method was RF (random
forest) for α ∈ {CYP1A2, CYP2A6, CYP2B6, CYP2C8,
CYP2C19, CYP2E1, CYP3A4} and ES (ensemble methods)
for α ∈ {CYP2C9, CYP2D6}. Table 2 shows the number of

Table 3. Confusion Matrix of Classifier C(·) on Dataset D
(Left) and Cost Matrix (Right)
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features selected, for each isoform. Note that both of these base
learners, RF and ES, involve consensus voting.37 LBM then ran
the selected base learner on the entire D(α) data set, which
generated the model we will usecalled CPα.
Implementation (See Figure 3). Recall our CypReact tool

was trained on only compounds that were “plausible” CYP450
substratesthe set of 1632 summarized above. As noted, our
training data intentionally did not include any molecule from
classes of compounds that are obviously not CYP450
reactantswhich means we ignored very large and hydro-
phobic molecules such as lipids (glycerolipids, glycerophos-
pholipids, and sphingolipids) as well as inorganic compounds.
We also noted that the training set included only molecules that
contain only the following atoms: {H, C, O, N, S, F, Cl, P, Br,
I}, which means we know the preprocessing can correctly
handle those atoms.
To make our system more robust, we want to allow users to

enter any molecule. For most molecules, CypReact will be able
to make an accurate assessment. But for somee.g., the ones
that include atoms that did not appear in any molecule in the
training setwe cannot be as confident. We therefore wrote a
molecular filter program, called VF(m), that makes a three-way
decision, for any molecule m:

1. If m is in an excluded class (currently, any lipid), VF
returns “No” (not a reactant) and exits.

2. If m includes any atom that is not “familiar” (i.e., not in
the list above), VF returns “Unknown” and exits.

3. Otherwise, m is considered valid, and VF passes it to the
main part of the CypReact process, to be labeled.

If the molecule m is valid (3 above), it will be passed to the
FGE(α, m) function [FGE stands for feature generation and
extraction.], which will re-express m as a set of values associated
with molecular features relevant to the CYP α (such as
“PubChem fingerprints”20). The resulting description, m′, will
be input into the trained CPα model and classified. Our
implementation is written in Java using the WEKA38 APIs.
Related Systems. In general, a good way to understand

how well a system works is to compare its performance to that
of other similar systems. Below we describe two systems: one

that performs the same task as our CypReact and another that
performs a similar function.

ADMET Predictor. ADMET Predictor (Simulations Plus,
Inc., Lancaster, California, USA) is a commercial software tool
for predicting properties of chemical compounds, including
whether a molecule is a reactant for a specific CYP450
enzymei.e., the same function as CypReact. We can therefore
compare our tool directly to ADMET Predictor. (Of course, as
we do not know the data set on which ADMET Predictor was
trained, we do not know whether that training set included our
test set; this means we do not know whether our estimate of
ADMET Predictor’s accuracy is optimistic as we may be testing
its performance on its training set.)

Reactant-Predictor Variant of SMARTCyp. We also
compare our tool with a reactant predictor variant of
SMARTCyp,10 which is a site-of-metabolism (SOM) predictor.
In general, SMARTCyp(α, m, s) generates a score for a site s of
a given molecule m, for any of three isoforms α ∈{CYP3A4,
CYP2D6, CYP2C9}, where lower scores means SMARTCyp
thinks it more likely that that site will be a SOM. We can use
SMARTCyp to produce a tool that predicts whether a given
molecule is a reactant: Given that a molecule is a reactant if and
only if at least one of its sites is a SOM, we create a tool
SMARTCyp-React(α, m) that predicts whether m is a reactant
of the isoform α, which is True whenever SMARTCypτ(α, m, s)
is below some learned threshold τ, for any site s.
We use a learning algorithm to learn τ by internal cross-

validationi.e., the learning algorithm considers various
different thresholds to determine the threshold that has the
best score. It then uses external cross-validation to estimate the
weighted cost of SMARTCyp-Reactτ*(α, ·), with this best τ*.

All Variants of the Predictors. Some users may just want
to know whether a molecule will react with any CYP450
isoform but do not care which one. We therefore consider the
CypReact-All variant that predicts that a given molecule m as an
“All-reactant” if and only if CPα predicts it is a reactant, for at
least one of the nine CYP450 isoforms α. (Note this uses the
nine already trained {CPα} modelsn.b., it does not train a
new CPAll model to optimize the weighted cost.) We used the
same approach to create a combined model for ADMET

Table 4. Five-Fold Cross-Validation (Top, in Cyan; Average ± Standard Deviation) and Hold-Out Testing (Bottom, Yellow)
Weighted Cost of the CypReact, SMARTCyp, ADMET Predictor, and MajorityClassifier Models, for Each CYP450 Enzymea

aRecall that smaller values of weighted cost are better. †ADMET is the abbreviation for ADMET Predictor. ‡These results are based on only the
three isoforms that SMARTCyp covers: CYP2C9, CYP2D6, and CYP3A4.
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Predictor-All, over all nine isoforms, and also for SMARTCyp-
React-All, over its three isoforms: CY2C9, CYPD6, and
CYP3A4.

■ RESULTS AND DISCUSSION
Evaluation Criterion. As mentioned above, for each CYP

isoform α, we first ran the LBM(D(α)) learning process to find
the best model CPα(·), based on all of the training data. To
evaluate the quality of this learned model, for each isoform α
we then used a evaluation algorithm that ran this LBM(·)
process five more times, as a form of external cross-validation.34

That evaluation algorithm divided D = D(α) into five subsets,
then it ran the entire LBM(·) process on four of these five
subsetsrecall that this LBM process will run internal cross-
validation to identify the best base learner. (Note this might
lead to different base learners and different values of γ, in
different iterations.) It then ran the resulting learned classifier
on the hold-out subset. It repeated this process five times and
reported the average score. Note this means our evaluation
algorithm will run each base learner + parameter (e.g., SVM) at
least five times for the external cross-validation and another 5 ×
5 = 25 times for the internal cross-validation runs, each time on
a slightly different subset of the D(α) data set.
Average Weighted Cost. Based on the discussion above,

our goal is to optimize the weighted cost (eq 1); this section
reports those scores, for each of our various classifiers:
CypReact, MajorityClassifier (which just returns “No, not a
reactant” for each molecule, and so serves as a baseline),
SMARTCyp-React (for the three CYP isoforms {CYP2C9,
CYP2D6, CYP3A4} that it considers), and ADMET Predictor
for all nine isoforms. Notice we also consider the “All” situation
(see below). These results appear in the top (cyan-colored)
portion of Table 4 and Figure 4. Note that the lower score

means better performance: a perfect result is 0, and the
weighted cost of the baseline (MajorityClassifier) varies from
0.322 to 1.455. Paired two-sided t tests showed that each
CYP450 predictor in CypReact is statistically significantly
better than the baseline, at p < [1.91E−5, 1.56E−3, 1.02E−4,
1.89E−3, 1.68E−4, 9.1E−6, 1.95E−5, 2.83E−5, 8.29E−7] over
the nine CYPs (in order shown in Table 4). After applying
Bonferroni correction, we can claim that all are significantly
(p < 0.0056) better than the baseline. We also see that our
CypReact is statistically better than SMARTCyp-React, for α ∈
{CYP2C9, CYP2D6, CYP3A4}, at p < [3.38E−6, 8.63E−7,
1.06E−7].

The final column of Table 4 shows that CypReact-All
performs better than ADMET Predictor-All and SMARTCyp-
React-All.

Jaccard Scores. Another obvious measure to deal with
imbalanced data is the Jaccard score, which is intersection over
union, with respect to the minority class:

=
# _

# _ + # _ + # _

Jaccard
True Positives

True Positives False Positives False Negatives

The top (cyan-colored) portion of Table 5 reports the Jaccard
score for each of these classifiers; note these are the same
classifiers discussed abovei.e., each is still trained to optimize
the weighted loss function.
A simple paired t test shows that CypReact is statistically

significantly better than the baseline, at p < [4.17E−6, 2.60E−4,
2.36E−5, 1.46E−4, 4.41E−5, 5.01E−6, 3.23E−5, 6.44E−6,
3.25E−6] over the nine CYPs. CypReact is also statistically
better than SMARTCyp-React, for all three isoforms
considered, at p < [4.90E−6, 5.25E−6, 1.54E−7].
The final column of Table 5 shows that CypReact-All

performs better than ADMET Predictor-All and SMARTCyp-
React-All, in terms of this criterion as well.

Cost Curves. Above, we motivated the use of a cost-
sensitive learner and suggested we learn classifiers that optimize
eq 1, with β = 5. Below we show the confusion matrix for the
CypReact classifier for the CYP2D6 isoform (see Table 3):
The previous sections evaluated this classifier, using the

evaluation function eq 1, with β = 5which we will write as eq
1 [β = 5]. We can also consider evaluating simple variants of
this classifier, and others, with respect to other values of β.
To be more precise: the core component of each learned

CypReact system actually returns a score for each input
molecule m; the β value is used to set a threshold
τ β = ∈

β +( ) [0, 1]1
1

, for determining whether that molecule

should be labeled Reactanthere m is labeled “Reactant” if that
score is larger than τ(β) and otherwise, “NonReactant”.
Equation 2 corresponds to the performance-time value of β =
5; we clearly produce different confusion matrices for other
values of β.

This idea motivates “Cost Curves”:39 a curve of (x, y) pairs,
where each x-value corresponds (indirectly) to a value of β, and
the y-value measures how well this fixed classifier does, with
respect to this β. The orange curve in Figure 5 corresponds to
the CypReact(2D6, ·) classifier, based on the points (xβ, yβ),
computed as

β
β

=
|

| + − |

=
+ ×

βx
p R M N R

p R M N R p R M R N
( ) ( )

( ) ( ) [1 ( )] ( )
0.17

0.17 0.83 1 (3)

= = + −β β β βy y C C x C x( ) FN( ) FP( )(1 ) (4)

where in general

Figure 4. Average weighted cost for CypReact, SMARTCyp-React,
and ADMET Predictor (lower is better).
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• p(R) is the ratio of reactants over all instances (which
corresponds to the bottom cyan-colored row of Table 1,
“#R/#Total”and so is 0.17 for our data set).

• M(N|R) is the misclassification cost of predicting an
instance with real label Reactant as NonReactantwhich
recall we defined as βand the other misclassification
cost M(R|N), here is set to 1

• = # _
# _ + # _CFN( ) False Negatives

False Negatives True Positives
is the false negative

rate for this classifierwhich, using eq 2, is

≈+ 0.1335
35 235

for C = CypReact(2D6, ·) and

= # _
# _ + # _CFP( ) False Positives

False Positives True Negatives
is the false positive

ratehere ≈+ 0.23308
308 1054

(Here, we include C as an argument of yβ, FN, and FP, to show
its dependence.)
With a little algebra, using eq 1, we find that

β

=
| + − |

=
+ ×

β
β

β

y C
C D

p R M N R p R M R N
C D

( )
cost ( , )

( ) ( ) [1 ( )] ( )
cost ( , )

0.17 0.83 1 (5)

which is why it is often called “Normalized Expected Cost”.
Now notice that the denominator does not depend on the
classifier, which means a classifier that optimizes eq 1 will be
optimizing this yβ(C) value.

Note the x values are independent of the classifier itself and
so can vary independently. This allows us to compare different
classifiers, over a range of different β-values, to see when each
classifier is best. [In addition, we could consider other “label
distributions”: While our training data set had a 17-to-83 mix of
Reactants to NonReactants (see the bottom cyan-colored row
of Table 1), we could alternatively consider a data set that had a
20-to-80 mix, 50-to-50, or whatever, by varying the p(R) value.
However, we did not do this here.] This is why we consider the
full range of values xβ ∈ [0, 1] for the x-axis and, then, use eq 4
to compute the associated normalized expected cost yβ (which
is related to Cost(·); see eq 5). In operation, the user would
first identify the Cost Matrix (Table 3), which here means
stating the β value. That user would then use eq 3 to compute
the xβ value and, then, adjust the classifier to this value of β
call it Cβwhich updates the classifier’s confusion matrix,
which is then used to determine the associated yβ(C

β) cost.
We can also see how well other classifiers would perform

over the entire range of β values, which induces values for both
xβ values ∈ [0, 1] and then yβ, based on xβ and the confusion
matrix (based on β). We can consider some trivial classifiers:
The “JustSayN” classifier just returns NonReactant for each
instance; it is easy to see that, for any x, its normalized-
expected-cost (i.e., its y-value) will be the y = x line. There is no
reason for any classifier to ever be above this linei.e., if for
any xβ value, a classifier C(·) had a cost that was above this yβ =
xβ line, it would be silly to use C(·), as we would get a better
score by just ignoring that C(·) classifier and instead using the
JustSayN classifier.
Similarly, the cost curve for the JustSayR classifier, which just

returns Reactant, would trivially be the y = 1 − x line. Again,
there is no reason to consider a classifier that is above that line.
We consider the minimum of these two lines to be the
“Baseline”shown as the green line in Figure 5and, for any
classifier, will only show the cost-curve portion that appears
below this curve.
The blue line in Figure 5 shows the curve for SMARTCyp-

(Cyp2D6, ·). We see that it matches the Baseline for much of
the domain xβ ∈ [0, 1], dipping below only around xβ ∈ (0.41,
0.54). Moreover, we see that our CypReact(2D6, ·) system is
strictly better (that is, smaller) than SMARTCyp(Cyp2D6, ·)
for many xβ values, and it is never worse.
This suggests that one should prefer the CYP2D6 model of

CypReact over the one of SMARTCyp as CypReact is always at
least as good, and often better. (While it did not happen here,

Table 5. Five-Fold Cross-Validation (Top, Cyan; Average ± Standard Deviation) and Hold-Out Testing (Bottom, Yellow)
Jaccard Score of the CypReact, SMARTCyp, and ADMET Predictor Models, for Each CYP450 Enzymea

aWe did not show the Majority Classifier as it was 0.0 for all isoforms. Recall that larger values of Jaccard score are better. †ADMET is the
abbreviation for ADMET Predictor. ‡These results are based only on the three isoforms that SMARTCyp covers: CYP2C9, CYP2D6, and CYP3A4.

Figure 5. CostCurves for CypReact(2D6, ·) in orange, SMARTCyp-
React(2D6, ·) in blue, and the baseline in green (covering much of
SMARTCyp-React(2D6, ·)). The red vertical dashed line corresponds
to β = 5 here. We see that CypReact dominates SMARTCyp-React
over all xβ valueswhich means for all misclassification costs, β.
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the curves for different classifiers could crossmeaning there
would be a region of xβ-values where classifier #1 is best and
another where classifier #2 is best. Here, once we knew the β
value for the target domain, we could compute the xβ value and,
then, find which classifier is best herethat is, use Cβ = arg
minC{yβ(C)}.)
We also found that CypReact is similarly superior to

SMARTCyp-React for CYP3A4 and CYP2C9; see the Cost
Curves for CYP3A4 and CYP2C9 in the Supporting
Information.
ROC and AUC. CostCurves allow the user to decide, for

each β, which specific classifier to usemeaning one might use
one 2D6 classifier for β = 5, here corresponding to the value xβ
= 0.51, but another classifier for β = 8 (leading to xβ = 0.62). If
one just wanted to use a single classifier, we could evaluate a
classifier based on its AUROC value, which essentially measures
how well its performance “on average”, over the entire range of
β values. In general, a classifier’s ROC curve is a set of (x, y)
points, where here x is the FalsePositiveRate and y is the
TruePositiveRate, as you vary some natural parameter. Note
that the shape of the ROC curve for a perfect classifier is
essentially a Gamma “Γ”, while the baseline is a diagonal line
(“/”) with a slope of one. This means the AUROC of a perfect
classifier is 1.0 and of the baseline is 0.5.
Figure 6 shows the ROC curves for CypReact and

SMARTCyp-React for 2D6, as well as the baseline “random

guess” classifier. We see that CypReact performs much better
than SMARTCyp-React herewith AUROC of 0.872 versus
0.490. Table 6 shows the AUROC values for all nine isoforms,

showing they range from 83% to 92% for CypReact and from
49% to 60% for SMARTCyp. (The Supporting Information
presents the ROC curves for the CypReact classifier for the
other eight CYP450 isoforms and for SMARTCyp where
relevant.)
Results on a New Data Set. After computing the cross-

validation scores on the training/testing set, LBM then learned
nine CypReact models, each based on all 1632 molecules, then

tested these learned models on new, disjoint data setsone for
each isoform α. We produced these data sets by first identifying
69 new molecules that were reactants to at least one isoform
and combining them with 100 molecules that are known to be
nonreactants to all 9 isoforms; see the bottom three rows
(colored yellow) in Table 1.
The lower (yellow-colored) portions of Tables 4 and 5

shows the results of these learned CypReact algorithms on
these validation setsshowing (respectively) average weighted
cost and Jaccard scores. It also presents the results of
SMARTCyp-React and ADMET Predictor on these data sets.
These results confirm that CypReact works extremely well,

and in particular, better than the other CYP450 reaction
prediction systems considered.

■ CONCLUSION

CypReact is a family of CYP450 reactant-predictors that
contains nine subtools, each built for one CYP450 enzyme
individually. Each CypReact classifier is trained to minimize the
average weighted cost score for its associated CYP450 isoform,
based on a weighted cost that penalizes each false negative five
times more than each false positive. Our empirical results show
that our classifiers exhibit very good weighted cost scores, and
AUROC scoreshere ranging from 83% to 92%and that
they significantly outperform SMARTCyp-React and ADMET
Predictor.
While our CypReact family of classifiers work extremely well,

there is still room for improvement. Due to the relatively low
number of reactants in the training data set, our predictors
{CPα} may be imperfect. Further, as the cost matrix imposes a
high cost of predicting a reactant as a nonreactant, the precision
of our various predictors (with respect to predicting reactants)
may be low. To improve CypReact in the future, we plan (1) to
collect more molecules (both reactants and relevant non-
reactants) and (2) to identify more useful chemical and
molecular features and use feature engineering techniques to
create other, perhaps more effective, features.
Currently, most existing in silico metabolism prediction tools

assume that the input molecule is a CYP450 substrate. Given
that the vast majority of molecules, and even known drugs and
xenobiotics, are not CYP450 substrates, simply assuming every
molecule is a reactant may lead to far too many errors in terms
of downstream in silico metabolism prediction. This may lead
growing doubt about the utility and effectiveness of in silico
metabolism predictors. It is therefore important to have
predictive tools that can distinguish reactants from non-
reactantse.g., to use as a filter. CypReact is currently the
only such publicly available tool. We believe that the
development and use of CypReact will help improve the utility
of in silico metabolism predictors. We also believe that
CypReact will find applications not only in the field of drug
metabolism research but also in the fields of metabolomics,
exposure science, and food and nutrition research. Indeed,
CypReact has already been used in a metabolomics pipeline to
help identify novel food-derived terpenoids (manuscript in
preparation).
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Figure 6. ROC curve of CypReact and SMARTCyp-React for
CYP2D6. (Note we did not take the convex hull, to better illustrate
the shapes.)

Table 6. Area under ROC of CypReact on the Nine CYP450
Isoforms
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