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A b s t r a c t 

"Explanation-based learning" — i.e., incorpo-
rat ing new redundant rules suggested by earlier 
problem solving experiences — is an attempt to 
speed up problem solving. Unfortunately, the 
resulting systems are not always more efficient 
on subsequent problems. This paper describes, 
analytically, whether these new rules should be 
added, and if so, where they should appear in 
the overall derivation strategy. Whi le this task 
is intractable in general, we present several in­
teresting special cases which can be solved in 
t ime (essentially) linear in the number of rules 
in the system. 

1 M o t i v a t i o n 
General problem solving (a.k.a. deduction) is expensive. 
There can be a combinatorial number of potential "so­
lution paths" for a given query/goal — as there can be 
many rules/operations which each reduce the goal to a 
new set of subgoals, and each of these subgoals can, it-
self, have many possible reductions, etc. [Genesereth 
and Nilsson, 1987]. 

There are several approaches to this problem. One in­
volves ordering the set of rules, so the first rule selected 
for a given (sub)goal is the one viewed as most cost ef­
fective. For example, given the KBG knowledge base, 
whose rules appear in Figures 1 and 2, we may specify 
that the rule Rpm should be used before the rule Rpf 

when determining Abe's parent — i.e., when seeking an 
x such that Parent (Abe x) holds. There can, of course, 
be many comprehensive "derivation strategies" — i.e., 
many ways of searching this knowledge base, each guar­
anteed to find a solution, if one exists. Our objective is 
to f ind the one which requires the least expected t ime. 
(We describe this "expected t ime" cost below.) 

Another approach involves adding redundant infor­
mation to the knowledge base, in the form of a "new" 
rule. Using KBG again, we observe that the solution 
to the Guardian (Abe B a r t ) query involved the fact 
Father (Abe B a r t ) and the rules Rgp and Rpf. This 
suggests modifying our derivation system for subsequent 
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queries: When asked to prove Guardian( K Y ) (for any 
K and 7), this "smarter" system wi l l immediately per­
form the data base retrieval of Fa ther ( k 7 ), and only 
if this fails, consider the other possible retrievals and 
rule-based reductions (e.g., using Rgp, etc.). This corre­
sponds to combining the rules Rgp and Rpf to produce 
the new rule 

which is incorporated into the set of rules, forming 
KB'G <— KBG U {Rgf}. Furthermore, this (redundant) 
rule is placed first, in that this system wil l try this new 
rule first in subsequent queries, before the other rules are 
attempted. This is the basis for the recent Explanation-
Based Learning (EBL) systems [Mitchell et a/., 1986, 
Dejong and Mooney, 1986], as well as Chunking [Rosen-
bloom and Newell, 1982], etc. 

The objective of these learning systems is efficiency: 
to improve the overall future performance of the sys­
tem. Of course, this requires some information about 
these anticipated future events — especially about which 
questions wi l l be posed and with what probabilities, and 
about the probabil i ty that certain assertions wil l be in 
the knowledge base (KB) when those queries occur. 

Many systems impl ic i t ly employ the "obvious" as­
sumption that "the future wi l l mirror the past" — that 
the future questions wi l l correspond to the questions 
asked unti l now. This suggests preserving every observed 
rule-sequence as a new redundant rule. Recent empirical 
evidence [Minton, 1988], however, has exposed some of 
the problems inherent in this "save all redundant rules" 
approach: these new rules can slow down the overall per­
formance of the complete system. That is, it is not al­
ways advantageous to incorporate a proposed redundant 
rule into an existing knowledge base. 

This paper addresses this important issue: how to de­
cide whether to add in a new redundant rule. It as­
sumes, as given, the a priori l ikelihood that any given 
database retrieval wi l l succeed. (We may know, for ex­
ample, that there is a 10% chance that the data base 
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Unfortunately, the above points show that redundant 
inference graphs, in general, need not have this nice 
property. That is, an opt imal strategy found for an 
inferior S (k ) node may be completely irrelevant, when 
seeking the opt imal strategy for its superior G(k) node, 
meaning our algori thm would have backtrack to consider 
other possibilities, as it works its way up towards the top 
goal. We feel that this back-tracking is what leads to the 
intractabi l i ty of the general task, which is why we expect 
there are efficient algorithms for f inding opt imal strate­
gies only in situations where the decisions made at one 
node are "honored" at all superior nodes. 

4 Conc lus ions 

This concluding section first ties this work back into the 
framework of EBL systems in general, and then lists 
some obvious extensions to this work. 

T i e to E B L Sys tems: The positive result mentioned 
above — that a direct redundant rule (i.e., the result of 
an EBL system) can never slow down a derivation system 
— should be viewed as only a part ial vindication of EBL 
systems and techniques. Below are four comments about 
this claim: 

• Most EBL systems leave in both the direct rule, and 
the rules f rom which it was derived — e.g., both the 
derived Rgf and the pair Rgp and Rpf. We showed 
that this is never efficient, even for the query itself. 

• Most EBL systems move this new rule to the begin­
ning of the system's derivation strategy; this is not 
always the optimal place. (Recall that we added 
Rgf towards the back of the 06 strategy. In fact, 
the expected cost of the strategy which includes Rgf 

in the front of the strategy is strictly worse than the 
original, \ne-Rgf strategy, 0 3 ! ) 

• Section 1 mentioned two ways of improving the ex­
pected cost of a derivation — (1) by determining the 
best strategy, and (2) by adding redundancies. As 
empirical evidence has shown that using (2) wi th­
out (1) can produce arbitrar i ly inefficient systems, 
this report has examined ways of combining both of 
these. 

• This result applies only when the prior knowledge 
base is irredundant, and it only deals wi th a single 
query. As shown above, the situation is much more 
complicated when we consider mult iple questions, 
and arbitrar i ly redundant knowledge bases. 

E x t e n s i o n s : We have only scratched the surface of this 
analysis; there are many other areas to consider as well. 
The first obvious arena is handling conjunctive and re­
cursive knowledge bases. Another is to combine this ap­
proach wi th other control strategy mechanisms — in­
cluding conjunct ordering [Smith and Genesereth, 1985] 
and forward chaining [Treitel and Genesereth, 1987]. 
The th i rd is to obtain more accurate empirical values. 
For example, we have assumed that the costs of reduc­
tions and lookups (read " i " and "d' ') are uniform. Pre­
l iminary empirical observations show that these costs de­
pend on the number of variables, etc. 

Resu l t s : This report takes seriously the view that 
Explanation-Based Learning is a method for improving 
the future performance of a reasoning system. This leads 
to the formal foundation for analysis presented in Sec­
t ion 2, which is based on the expected cost for solv­
ing certain queries from a given knowledge base (based 
on a given distribution of facts). Section 3 uses this 
framework to describe both the complexities (read "NP-
hardness") inherent in this undertaking; and certain re-
stricted situations where efficient algorithms (based on 
[Smith, 1989]'s work) are possible. Section 4 uses this 
framework to understand why EBL systems do, and do 
not, succeed in their attempts to improve the perfor­
mance of their underlying systems. 
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