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Abstract—The identification of facial expressions is a fundamental topic in the area of human computer interaction and pattern recognition. The research has gained significant attention in recent years. However, many challenges still exist. This is because an individual might display different expressions at different times for the same mood. Expressions can also be influenced by health. Our proposed framework aims to capture unique information related to expressions from salient patches. We extract representative feature patterns at both micro and macro levels within a pixel-patch, and use a support vector machine (SVM) classifier to label expressions. Our experimental results using the Japanese facial expression (JAFFE) and Cohn-Kanade (CK) datasets achieve high recognition rate and efficient computation time, outperforming existing work.
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I. INTRODUCTION

Facial expressions can be seen as the changes on the face due to the responses of our brain to social communication, emotions and intentions [11]. Technological advances make it possible for machines to identify expressions in a variety of applications, e.g., sociable robotics, interactive games, and assisted rehabilitation. Three main steps are needed to label expressions: (1) face detection, (2) feature extraction and (3) emotion classification.

Face detection methods are used to localize a face in an image [17]. Feature extraction methods are applied to extract unique representations and are divided into three general approaches: geometric, hybrid and appearance feature extraction [28,24,21,16]. The geometric approach relies on the geometry of the face such as shape, location and distance between landmarks. The hybrid approach combines geometric and appearance features [6]. However, these methods are computationally expensive, which makes them not feasible in many circumstances, e.g., on smart-phones, which have limited capacity. The appearance approach encodes facial signals. A variety of algorithms have been proposed in this area, e.g., Gabor wavelet [5,6], which captures the appearance variation of an expression. To address the complexity and memory allocation issues [35], the local binary pattern algorithm (LBP) was proposed [2,18,23]. LBP encodes features by thresholding a 3 x 3 pixel neighbourhood using the value of the center-pixel, and then converts the output to a binary pattern.

Motivated by graphical models, the Symmetric Local Graph Structure (SLGS) was introduced as a new operator [1]. Different from LBP, SLGS uses all the pixels in the graph to obtain the binary pattern, instead of thresholding with the center-pixel. However, SLGS is not robust against noise and cannot detect important fine detail.

Many emotion classification algorithms are used for labeling facial expressions, e.g., support vector machines (SVM) [22,34,17], k-nearest neighbour classifier (KNN) [22], and techniques based on linear programming [26,8]. Dimensionality reduction steps are also applied by researchers to reduce the feature space before classification [19,14,13].

The biologically-based method [4] proposed to follow the phenomenon that humans can identify expressions from both near and far distances. The method requires two normalized facial images at two scales, i.e., large and small faces, with eight fiducials points (salient regions): forehead, two eyebrows, two eyes, two cheeks, and mouth. LBP is extracted from local regions along with local phase quantization (LPQ) [22] to overcome the problem of scaling, noise and occlusion. However, noise reduction is not guaranteed along multiple scales. Locating the fiducials points and extracting their features make the framework computationally expensive and not feasible when computational capacity is limited, e.g. on mobile devices. Furthermore, not all salient regions chosen carry useful information.

Therefore, despite recent advancements, for computers to label expressions is still challenging because facial expression is a dynamic entity. A person’s emotion can change over time and vary under different circumstances [4]; a person can have different expressions depending on his or her physical state, mood or mental health [7]. Our contribution lies in the formulation of a new salient-region based localization and feature extraction framework using micro- and macro-patterns within a pixel patch. We successfully reduce the number of salient regions (fiducial points) to only two, leading to both
better recognition rate and lower computational cost.

The rest of this paper is organized as follows. Section II introduces our proposed framework. Section III describes the experiments and finally, Section IV concludes our findings and discusses future work.

II. The proposed framework
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Fig. 1: Block diagram of our proposed framework.

Expression features can be represented in histograms. However, a histogram depicting a facial expression from a single-view does not have the capacity to embed spatial information, because it only has 256-bins to represent the whole image. This problem can be resolved by dividing the facial patches in a way that the algorithm can capture better spatial information.

We introduce a dual-view framework using two faces simulating a far-view and near-view. The far view provides the global structure while the near view provides the local detail. Each view is divided into four salient patches to capture the changes of expression at both micro and macro levels. We focus on the two patches of eyes because eyes carry key information related to expression. The micro- and macro-patterns are extracted from each patch and concatenated together to yield a feature vector, which contains the unique expression representation for a given image patch \( I \). This feature vector is forwarded to the support vector machine either for training or classification. Our framework is shown in Fig. 1.

Our graphical design aims to extract both global (far-view) and local (near-view) features of a facial image defined as macro- and micro-patterns within a pixel-patch. The macro-pattern encodes the global information while the micro-pattern encodes the local fine details (Fig. 2).

A. Macro-pattern encoding

In our framework, unique features of different expressions are encoded in a directed graph. Each edge connecting two nodes encodes a down-flow or up-flow using a binary weight. The flow is computed by subtracting the end node value from the start node value. The resulted eight binary weights form a feature string, which is then converted to a decimal feature value.

In order to reduce noise, we first filtered each pixel \( I(x, y) \) using a nonlinear filter \( \phi \). Since this filter is applied to the entire salient patch and in order to reduce the computational time, we approximate a filtered patch \( I' \) as follows:

\[
I' = I - \mu_I
\]  

(1)

where \( I \) is the noisy patch and \( \mu_I \) denotes the mean over the whole patch defined as follows:

\[
\mu_I = \frac{1}{N} \sum_{n=0}^{N} (I_n)
\]  

(2)

where \( N \) is the number of pixels in the patch, and \( I_n \) denotes the \( n^{th} \) expression pixel.

To obtain a macro-representation of a given target pixel \( I'(x, y) \) (colored dark-blue on the left in Fig. 3), we first define a neighborhood \( A \) as follows:

\[
A = \sum_{i=x+1}^{x+W} \sum_{j=y}^{y+L-1} I'_{ij}
\]  

(3)

where \( W \) is the \( x \) dimension, \( L \) is the \( y \) dimension, \( S \) defines the starting node, and \( R \) defines the radius with the target expression pixel as the center. Graph nodes are connected by directed edges.

\[
W = (4 \ast R) + 1, L = (2 \ast R) + 1, S = R + 1
\]  

(4)

We observe that in general facial expressions propagate more horizontally than vertically, e.g., smiling, and thus \( W > L \) in the neighborhood \( A \).

Inside \( A \), every pixel is either a graph node or non-graph node, and the size of \( A \) depends on \( R \). A directed edge is encoded 1 if the start node has a value greater than or equal to the end node, and is encoded 0 otherwise. The node values are gray-scale values in the range \( 0 - 255 \). An example of the encoding is given in Fig. 4.
nodes in the neighborhood (Fig. 5). We use \( \mu \) instead of median because the values of the nodes are closer to the mean and not the median. The micro-pattern weight \( W \)

![Fig. 3: Macro-pattern neighborhood when \( R = 1 \). Empty squares represent pixels not designated as graph nodes. For the pixel \( I'(x, y) \) (dark-blue node), its macro-pattern is computed by following the arrows starting from pixel \((x + S, y + S - 1)\) (black node). A weight of 1 is obtained by finding the flow between the two connected nodes i.e. \((x + S, y + S - 1), (x + 1, y)\). We repeat this process for every pair of nodes in the directed graph except for the nodes labeled light-blue and green. This \( 8^\text{th} \) weight is obtained by finding the difference between the green node and the sum of the two light-blue nodes as shown in Fig. 4. The last step is to convert the weight string into a 8-bit gray value.

![Fig. 4: Illustration of the macro-pattern encoding process. The target pixel is encoded 171 derived from the weight string 10101011. Note that as \( R \) increases, the number of non-graph nodes also increases. The starting blank node moves further away from the target pixel \( I'(x, y) \). We observe that pixels close to the target pixel often display similarity. On the other hand, pixels too far away may display characteristics irrelevant to the target pixel. By increasing \( R \), we are able to obtain an optimal value and collect neighborhood information to enhance the feature pattern, leading to best recognition rate and lower computational cost. Our finding is reported in the Experimental Section.

B. Micro-pattern encoding

Similar to macro-pattern extraction, a noise filter \( \phi \) is first applied (Eq. 1). The same radius \( R \) defined in Eq. 3 and neighborhood \( A \) are used. The encoding process is defined as follows:

\[
f_{dt} = \sum_{n=0}^{7} f_{d,n} - \mu_D
\]

(5)

where \( f_{dt} \) is the new pixel representation, \( f_{d,n} \) represents a facial pixel and \( \mu_D \) denotes the local mean of the yellow

![Fig. 5: Illustration of our micro-pattern structure encoding process when \( R = 1 \) is obtained by forwarding the yellow nodes to the mean function below:

\[
W_i = \begin{cases} 1, & \text{if } k - \mu_D > 0 \\ 0, & \text{otherwise} \end{cases}
\]

(6)

where \( k \) denotes the value of a yellow node. The weight \( W \) is used to approximate the 8-bit gray-value of a target pixel \((x, y)\) (colored dark-blue). In Fig. 5, the number on each red line indicates the order of calculating the 8-bit feature string.

Micro-pattern captures the local changes of the pixel \( I(x,y) \). The pattern is obtained by thresholding the graph nodes in Fig. 5 using the local mean. Macro-pattern captures the global structure obtained by considering the global relation of the graph nodes in Fig. 4.

III. EXPERIMENTS AND ANALYSIS

A. Support vector machine (SVM) for expression classification

SVM classification is applied on macro- and micro-features extracted. Every feature \( h \) is normalized to unit variance as follows:

\[
H'_t = \sum_{i=0}^{N} (h_{ti} - \mu_{h_i}/\sigma_{h_i})
\]

\[
H'_e = \sum_{i=0}^{N} (h_{ei} - \mu_{h_e}/\sigma_{h_e})
\]

(7)

where \( H'_t \) and \( H'_e \) are the normalized features for training and testing, \( h_{ti} \) and \( h_{ei} \) represent feature vectors for training and testing respectively, \( \mu \) is the mean and \( \sigma \) is the standard deviation.

We employ the commonly used SVM classifier [5] to recognize expressions. We performed our experiments on two widely used datasets, the Japanese Female Facial Expression (JAFFE) [20] and the Cohn-Kanade (CK) database [15].

B. Experiments on (JAFFE) database

The JAFFE database has seven expressions and the 213 pictures are obtained from 10 females with 3 to 4 facial images for the same expression.
1) Experiments setup: Two approaches were used to examine our proposed method, i.e., 10-fold cross validation and leave-one-out. For fair comparison, we followed the setup proposed in [4]. 210 images were used for cross-validation to balance the size of each fold, while all the images in (JAFEE) were used for the leave-one-out experiment.

2) 10-fold cross validation analysis: We randomly partitioned the dataset into k subsets and then repeated the experiment k times. Each time, the k − 1 subsets were used for training the classifier while the kth was used for validation. We used different radius R in our analysis. The results show that the accuracy gradually increases as R increases, and the best result is obtained when (R = 5), which achieves a high recognition rate of 97.61% as shown in Table I, which also compares the performances of the RBF, linear and polynomial kernels.

TABLE I: Recognition rate of the fold cross validation on the (JAFEE) database using different R.

<table>
<thead>
<tr>
<th>Radius</th>
<th>RBF-kernel (%)</th>
<th>Linear-kernel (%)</th>
<th>Polynomial-kernel (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>90.4762</td>
<td>86.6667</td>
<td>95.2381</td>
</tr>
<tr>
<td>3</td>
<td>95.2381</td>
<td>90.4762</td>
<td>95.2381</td>
</tr>
<tr>
<td>4</td>
<td>95.2381</td>
<td>97.6190</td>
<td>97.6190</td>
</tr>
<tr>
<td>5</td>
<td>97.6190</td>
<td>97.6190</td>
<td>97.6190</td>
</tr>
<tr>
<td>6</td>
<td>97.6190</td>
<td>95.2381</td>
<td>95.2381</td>
</tr>
</tbody>
</table>

3) Leave-one-person-out cross validation: The classifier was trained using N − 1 users, and evaluated on N user. The results of using different radius R are shown in Table II. Comparisons with related work are presented in Table III and IV. The statistics of the other methods are taken from [4]. It can be seen that our algorithm outperforms other methods and achieves a classification accuracy of 80.95% using a linear kernel. We used Matlab R2016b running on windows 10 with Intel Core i7 CPU at 3.60 GHz. The average computation time to extract the micro- and macro-features for one facial image is 0.097 seconds.

TABLE II: Recognition rate of the leave-one-person-out cross validation on the (JAFEE) database using different R.

<table>
<thead>
<tr>
<th>Radius</th>
<th>RBF-kernel (%)</th>
<th>Linear-kernel (%)</th>
<th>Polynomial-kernel (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>54.7619</td>
<td>61.9048</td>
<td>55.6324</td>
</tr>
<tr>
<td>3</td>
<td>67.4242</td>
<td>70.4669</td>
<td>67.4242</td>
</tr>
<tr>
<td>4</td>
<td>72.0779</td>
<td>71.9697</td>
<td>72.0779</td>
</tr>
<tr>
<td>5</td>
<td>79.6066</td>
<td>80.9524</td>
<td>77.2257</td>
</tr>
<tr>
<td>6</td>
<td>72.8778</td>
<td>82.8778</td>
<td>74.4286</td>
</tr>
</tbody>
</table>

C. Experiments on CK database

We also tested the different cross validation parameters on the CK database [22]. The database contains images of 100 university students from different countries. There are 593 images with 6 expressions i.e. {anger, disgust, fear, joy, sadness and surprise}. For cross validation, we selected 324 images, which were the last sequences of each subject. 2-, 5-, 7- and 10-fold were employed for evaluation and the recognition rates exceed 98%.

Our experimental results and analysis on both databases demonstrate that the proposed framework enhances the accuracy by considering salient patches, micro-macro patterns to capture key information, which significantly improves accuracy and time performance.

IV. CONCLUSIONS AND FUTURE WORK

We introduce a new framework for facial expression identification. Our approach encodes micro- and macro-patterns from salient patches in facial images. A SVM is used for expression classification. Experimental results using the JAFEE dataset show that our method outperforms existing methods, achieving a recognition rate of 97.61% in 10-fold cross validation and 80.95% on leave-one-person-out cross validation. In future work, we aim to extend our method to expression recognition in videos. We also aim to study dimensionality reduction to further reduce computational time.
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